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• Tackle climate change by decarbonisation of energy production with the use 
of renewable energy sources such as wind and solar. 

RATIONALE FOR COMPETITION (COMP WEBPAGE)



• Renewable energy cannot be produced on demand but the production depends 
on when wind blows and sun shines

• Storing energy is costly and normally associated with loss of energy

• With more renewable energy in grid, increasingly important to accurately 
forecast 
• energy demand 

• energy production from renewables

WHY SHOULD WE FORECAST DEMAND AND

RENEWABLE PRODUCTION

“…the reality is that the 
technology is not there at the 
moment to store energy
when the sun's not shining or 

the wind's not blowing…” (April 
2018)



• To be able to produce power from on-demand-sources (e.g., gas plants) if 
needed

• To shed loads and schedule demand to certain times where possible

• To optimally schedule energy storage solutions such as batteries. 

FORECASTS ARE THEN USED TO …

Oakey Gas Turbine, Qld Wivenhoe pumped hydro, near Brisbane Hornsdale Battery, 220 km N of Adelaide



• In particular, a nowadays common setup is a rooftop solar installation and 
a battery, together with certain demand flexibilities. 

• Here, we need to forecast 
• the electricity demand, 

• the renewable energy production, 

• the wholesale electricity price, to be able to then optimally schedule the charging 
and discharging of the battery, and to schedule the schedulable parts of the 
demand (when to put the washing machine, when to use the pool pump, etc.). 

• In this way, we can charge the battery with overproduction of solar 
energy, and use power from the battery instead of power from the grid 
when energy prices are highest, as well as schedule demand according to 
energy availability.

ABSTRACT



BATTERY SCHEDULING AT REDBACK (2016-2019)



• Researchers from the IEEE Computational Intelligence Society (IEEE-CIS) want 
to improve solutions to this complex problem of “predict + optimize”, in this 
particular application of scheduling in the context of renewable energy. 

THE PREDICT+OPTIMIZE PROBLEM



MONASH MICROGRID



• From a machine learning point of view, the provided data poses an interesting 
time series prediction problem, with 
• multiple seasonality, 
• use of external data sources (weather, electricity price) 
• the opportunity for cross-learning across time series on two different prediction problems 

(energy demand and solar production). 

• Then, from an optimization point of view, uncertainty in the inputs needs to be 
addressed together with a couple of constraints, to achieve a good solution. 

• RB note: need to use R, Python and Java quite a bit
• R for forecasting
• Python for optimisation (works best with Gurobi)
• Java for the schedule evaluation program

• If successful, you will not only help making renewable energy more reliable and 
affordable, thus playing your part in the fight against climate change, but the 
proposed technical challenge may be applicable in many other fields facing 
similar problems of optimal decision-making under uncertain predictions

ABSTRACT



• Develop an 
• optimal battery schedule
• an optimal lecture schedule – recurring activities and once-off activities

based on predictions of future values of energy demand and production. 

• With input data:
• Energy consumption data every 15 minutes from 6 buildings on the Monash 

Clayton campus, to September 2020
• Solar production data every 15 minutes from 6 rooftop solar installations from the 

Clayton campus, to September 2020
• Daily weather data from Australian Bureau of Meteorology (daily solar, max and 

min temperatures, rain) – three sites
• Hourly weather data from European Centre for Medium Range Weather 

Forecasting (ECMWF) – one point (from 11 August 2021)
• Electricity price data from Australian Energy Market Operator (30 minute)

REQUIREMENTS



Phase 1 
• Optimally schedule a battery and timetabled activities (lectures) for the month 

of October 2020. 

• In real life, the battery scheduling would usually happen on a daily basis, with 
day-ahead forecasting.

• For the competition the test set cannot be disclosed, so that a whole month 
needs to be forecasted. 

• However, with the availability of weather data, this task is still close to the real 
world application, with the assumption of having perfect 1-day-ahead weather 
forecasting and having perfect electricity price forecasting. 

• Phase 1  - public leaderboard where participants submit forecasts and the 
leaderboard shows the evaluation of the forecasts (MASE error rate and cost)

REQUIREMENTS AND ASSESSMENT



LEADERBOARD



Phase 2 
• Data for October 2020 is released to the participants, and they are now asked 

to perform the same forecasting and optimisation exercise for November 
2020. 

• Now, only minimal feedback is provided to the participants about the quality 
of their submissions. Solely Phase 2 of the competition is relevant to 
determine competition winners and prizes.

• The 3 main competition prizes will be awarded to the schedules that lead to 
the lowest cost on the Phase 2 test set. ($US7000, $US5000, $US3000)

• An additional prize will be awarded to the team that achieves the most 
accurate forecasts on Phase 2. ($US2000)

REQUIREMENTS AND ASSESSMENT



BUILDING DATA IN OCTOBER 2020



SOLAR DATA IN OCTOBER 2020



OBJECTIVE FUNCTION

Becomes an MIQP (Mixed Integer Quadratic Program)



SCHEDULING FILE EXAMPLES

ppoi 6 6 2 200 100
b 0 13 2
b 1 1 1
b 3 5 5
b 4 4 3
b 5 7 3
b 6 1 1
s 0 0
s 1 1
s 2 3
s 3 4
s 4 5
s 5 6
c 0 1 150 75 0.85
c 1 3 420 60 0.60
r 0 1 S 31 5 5 22 86 91 98 137
r 1 2 S 51 6 5 21 52 63 126 149
...
a 0 2 S 54 7 30 28 3 11 34 93
a 1 1 S 51 2 4 4 5 12 15 42 63 69
...

ppoi 6 6 2 200 100
sched 200 100
r 0 91 3 // period + buildings
r 1 492 2 2
...
a 0 2113 1 5 // period + buildings
a 1 1048 1 
...
c 0 0 0
c 0 1 2
c 0 2 2
c 0 3 2
c 0 4 2 // hourly charging 
instructions

Predict Plus Optimize Instance, 6 buildings/solar, 2
batteries, 200 recurring activities, 100 once-off activities

Building 0 has 13 small + 2 large rooms

Solar 0 is connected to Building 0 (irrelevant)

Battery 0 is 150 kWh, discharges at 75 kW, round trip 
efficiency 85%

Recurring activity 0 requires 1 small room, uses 31 kW, is 5
periods long, must occur on weekdays between 9am-5pm,
and recurring activities 22, 86, 91, 98, 137 must occur on 
earlier weekdays

(optional) Once-off activity 0 requires 2 small rooms, uses
54 kW, 7 periods long, bonus $30 if scheduled into working 
hours, penalty $28 if scheduled outside working hours, 
once-off activities 11, 34, 93 must occur on earlier days of 
month (if included)



• Ph.D. mathematics (UQ 2001, combinatorics)

• ROAM Consulting (now EY) 2007-2012

• AEMO (Australian Energy Market Operator) 2013

• Redback Technologies (2016-2019)

• University of Queensland (2019-2022)
• Centre for Energy Data Innovation https://cedi.uqcloud.net/

• Australian and NZ Electricity Market regional and sub-regional demand at ROAM/AEMO –
“macro” forecasting

• Individual buildings/solar/distribution transformers at Redback/UQ from inverter or smart 
meter data - “micro” forecasting

• Cybersecurity – localization of houses with ERA5 solar / load data

• ROAM – simple quadratic programming for modelling NEM bidding (COIN-OR)

• Battery/inverter scheduling at Redback – linear programming

• Combinatorics / graph theory – 0-1 integer programming (CPLEX, BonsaiG, COIN-OR, Gurobi)

• Bike sharing forecasting with GAMs and ERA5 data emph. explainability >> error rate ~ 
energy

• Classical cryptanalysis – pattern recognition (closely connected) 18

PERSONAL BACKGROUND

https://cedi.uqcloud.net/


• Has anyone done this kind of thing before? What worked?

• Global Energy Forecasting Competition
• GEFCOM – three editions 2012, 2014 and 2017

• 2012 – hierarchical load forecasting and wind power

• 2014 – hierarchical load, wind energy, price, and solar

• 2017 – hierarchical probabilistic load

• Used to inform Redback model (2016-2019)

19

WHAT WORKED IN THE PAST?



20

GEFCOM KAGGLE 2012
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GEFCOM 2014 AND 2017
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THE RECENCY EFFECT



• The most important step! Reproducible code

• Find the approach that gives the lowest MASE for each time series on 
phase 1

• R script change PHASE value to 2 and rerun

23

KEY STEPS - FORECAST
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If you think the competition is just pure skill you won’t enter 
Phase 2 but if you think luck is involved you’ll definitely just 
run your Phase 1 model on Phase 2. i.e. it’s better for the 
competitors and competition organizers if they believe luck is 
involved.

PARADOX?
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RANDOM FORESTS

Led Zeppelin
The Cure

Thom Pace



• Weather data provided was originally daily, but 15 minute forecasts required – daily max/min temp, rain, solar at 3 sites

• Initially used GAMs (generalized additive models) which is great for visualizations and explainability, especially for bike-
sharing demand

• Switched to random forests as the competition was only about performance

• Inspired by GEFCOM – 12 ECMWF variables used, here 8; same as Redback work

• https://apps.ecmwf.int/codes/grib/param-db 5,656 parameters
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PHASE 1 FORECASTING

Parameter ID 078 079 134 137 151 157 164 165 166 167 168 169 175 178 186 206 212 228 243 228021 228022 228129 #

Short Name TCLW TCIW SP TCWV MSL R TCC 10U 10V 2T 2D SSRD STRD TSR LCC TCO3 TISR TP FAL FDIR CDIR SSRDC

GEFCOM2014-S x x x x x x x x x x x x 12

IEEE Tech Challenge 2021 x x x x x x x x 8

Espejo et al 2019 x x x x x 5

Yang et al 2022 (N. 
America/Europe)

x x x x x x x x x x x x x x 14

OEMOF Feedinlib / PVLIB x x x x x 5

Greco-Project PVCompare x x x x x x 6

https://apps.ecmwf.int/codes/grib/param-db


• Random forest libraries have the useful “variable importance” ranking

• Lagging and leading data (up to 3 hours)

• Day of week, time of day, Julian date (Fourier values)

• “Days before” temperature effect

• Data cleaning – missing data

27

PHASE 1 FORECASTING



• 1 October – participant found bug in optimisation evaluation code – adding solar power onto net load, not subtracting it. 
Competition phase 1 extended by a week

• 4 October – seeing this, I wrote to organizers. Time zone issues: optimisation was happening 9am-5pm UTC i.e. 8pm-4am 
Melbourne time. Like bug bounties – perhaps there should be rewards for finding these.

• 21 October – several bugs in optimisation evaluation; “recurring activities”

• 25-29 October – leaderboard recalculated

• Repeated leaderboard outages, spammers

• Missing data points treated as “zero” values – random effects

28

PHASE 1 & 2 CHALLENGES – DATA ISSUES



• Quantile regression forest – forecast median to minimise MAE 

• (i.e. sum of deviations from actual value)

• Most important parameter to tune – “mtry”

• Training against individual phase 1 time series (without overfitting)

• Each hour gets 4 random forests (each quarter hour)

• Choosing building start months of 2020 (Building 0,1,3,6)

• Removing building outliers

• Choosing solar start months (Solar1 has some cumulative data)

• Predictor variables: ECMWF vars lead/lag 3h, day of week, day of year etc

• Public holiday – 23 October Grand Final holiday excluded from training

• Building4 and Building5 set to median values of Oct 2020 (1 and 19 kW)
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KEY STEPS

• Forecast groups of buildings and solar together with normalization (critical, but mentioned 
by organizers “cross-learning across time series”)

• Using BOM daily and ECMWF 1 hour data together (critical … is this surprising?)

• Solar0 and Solar5 thresholding hugely improves MASE (critical)



PREDICTOR VARIABLES FOR BUILDING

wh temperature dewpoint wind MSLP R SSRD STRD TCC b8 b9 b10 t1 t2 t3

6 9.7 7.3 5.0 1005 0.85 59.4 338.4 1.00 4.5 2.8 2.6 9.7 9.8 10.1

tf tf2 tf3 t24 t48 t72 s1 s2 s3 sf sf2 sf3 st1 st2 st3

10.2 10.7 10.6 13.8 13.4 12.3 15.4 1.1 0 182 244 152 344 347 345

stf stf2 stf3 w1 w2 w3 wf1 wf2 wf3 d1 d2 d3 df1 df2 df3

319 328 334 4.6 4.4 6.3 5.7 5.9 5.8 7.6 7.7 7.9 7.3 7.3 7.8

rh1 rh2 rh3 rhf1 rhf2 rhf3 cc1 cc2 cc3 ccf1 ccf2 ccf3 mslp1 mslpf hr1

0.87 0.87 0.86 0.82 0.8 0.83 1.00 1.00 1.00 0.97 0.99 0.99 1005 1005 0

sin hr cos hr wd wd1 wd2 wdx0 wdx1 wdx2 wdx3 wdx4 wdx5 wdx6 sin day cos day x1

0 1 0 1 0 0 1 0 0 0 0 0 0.50 -0.87 0.63



PREDICTOR VARIABLES FOR SOLAR

wh temperature MSLP SSRD STRD TCC b8 b9 b10 t1

0 12 1018 203 321 0.37 8.8 8 6.6 12

t2 t3 tf tf2 tf3 s1 s2 s3 sf sf2

12 12 12 11 10 221 172 173 145 54

sf3 st1 st2 st3 stf stf2 stf3 cc1 cc2 cc3

0.66 318 332 347 311 308 303 0.56 0.81 0.94

ccf1 ccf2 ccf3 mslp1 mslpf1 sin hr cos hr sin day cos day x1

0.48 0.58 0.74 1017 1018 0.97 0.26 0.66 -0.76 0
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Almost all my forecast MASE improvement came after Phase 1 data 
was released.
Obviously lots of room to improve Solar0/5 still

“Progress usually comes from many small
improvements; a change of 1% can be a reason
to break out the champagne.”

MASE EXPECTATION
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ERA-5 DATA PROVIDED

Questioning how provided ERA-5 data was derived. 

Inverse distance weighting (exponent 2) of four ERA-5 points (0.25 degrees). 

Lots of subtleties e.g. exponent choice in IDW, losing wind speed dir/quant 
nuances.



BOM three points – 8.3, 3.2, 16.1 km away
ERA5 four pts – 21.1, 15.2, 20.7, 14.5 km
ERA5-Land three points – 11.5, 2.9, 10.3 km
MERRA-2 four pts - 15.2, 46.9, 44.6, 63.1 km
JRA-55 one pt – 440 metres
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• Could Phase 1 forecast have been improved with extra data (NWP, AEMO etc) or a 
different approach? (using AEMO data might be a bit circular)

Yes, but not by large amounts
• AEMO price and demand data (had to download 3 files for competition Phase 1 & 2) is half 

hourly – is microgrid subject to wholesale price? Price/Demand improves B0/B6 forecast!
• AEMO Rooftop PV Actual data from NemWeb is half hourly
• ERA5 precipitation data – e.g. ILSPF “Instantaneous large-scale surface precipitation fraction”
• ERA5-Land data is 0.1 degrees – but only 3 points to interpolate from
• Other solar vars for PVLib: FDIR ~ GHI, SSRDC, CDIR to derive DNI, DHI etc. Diffuse radiation.
• Wind direction
• JRA-55 has 3-hourly data grid point 400 m from Monash
• NASA MERRA-2 1h data - SWGNT ~ SSRD
• GFS reanalysis data (3-hourly) is painful to process
• PvOutput.org has many nearby points (5 min data, $15 donation for 1 year access) or Solar 

Analytics
• WeatherMan/Solcast approach – derive solar installation parameters from data, resimulate

35

OTHER VARIABLES
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PERFORMANCE IN PHASE 2

• Best forecast of 9 of 12 time series (3/6 Buildings, 6/6 Solar)

• Combining all entries only improves to 0.6276

• Using AEMO 5-minute Vic demand allows more improvement

MASE Bean Abolghasemi SZU EVERGi Stratigakos FRESNO Best
with AEMO 

demand

mean 0.6460 0.7441 0.7750 0.8073 0.8474 1.0026 0.6276 0.6395

Building 0 1.0438 0.9081 0.9413 1.2008 1.3227 1.2376 0.9081 0.9876

Building 1 0.8840 0.9610 1.0171 1.1341 1.0362 1.1077 0.8840 0.8724

Building 3 0.6494 0.7524 0.6099 0.6398 0.7785 0.7711 0.6099 0.6486

Building 4 0.7236 0.6775 0.7236 0.8096 0.8269 0.7236 0.6775 0.7236

Building 5 0.7922 0.9654 0.8563 0.9493 0.8463 0.9157 0.7922 0.7922

Building 6 0.7476 0.7822 0.8611 1.0182 0.8577 0.7694 0.7476 0.7457

Solar 0 0.6019 0.9305 0.9159 1.0439 1.0170 1.4421 0.6019 0.6016

Solar 1 0.3860 0.4187 0.5222 0.3988 0.5416 0.8155 0.3860 0.3831

Solar 2 0.4148 0.5314 0.6186 0.5248 0.6656 0.9462 0.4148 0.4166

Solar 3 0.5475 0.7032 0.6678 0.7221 0.7118 1.0440 0.5475 0.5420

Solar 4 0.4179 0.5616 0.6516 0.5173 0.7002 0.9947 0.4179 0.4183

Solar 5 0.5435 0.7366 0.9145 0.7289 0.8639 1.2640 0.5435 0.5417



• Solving the model as a MIP is much easier than solving the MIQP. 

• Almost all of the submitted solution depends on first deriving the best 
MIP solution possible (i.e. minimizing the recurring load or minimizing 
the recurring + once-off load) and only then solving as an MIQP

• Gurobi 9.1.2 (laptop phase 1, UQ HPC phase 2)

• Various papers about “Predict+Optimize” problem but Phase 1 and 
leaderboard seem to indicate no close relationship between forecast 
result and cost. Complex problem, competition issues, limited time

37

OPTIMIZATION
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ARRAYS VS TUPLES APPROACH (NICOLE TAHERI)



• Conservative is just choosing the lowest recurring load and lowest recurring + once off load and 
evaluating cost using a naive or flat forecast. This was probably the winning approach for cost in 
Phase 1, as some competitors had winning results with no forecast, or a poor forecast, but 
seemed pointless to me as the organizers said quality of forecast should contribute to results in 
phase 2.

• Forced discharge forbids any charging in peak hours, and forces at least one of the two batteries 
to be discharging in every peak period. 

• No forced discharge forbids any charging in peak hours, but the MIQP solver decides whether to 
discharge or do nothing in those hours.

• Liberal allows charging in peak, but the maximum of recurring + once off + charge effect for each 
period is limited to the maximum of recurring + once off load over all periods. This is to avoid 
nasty surprises when the solver thinks that a period has low underlying load and schedules a 
charge (due to a low price in that period) but then accidentally increases the maximum load over 
all periods, which can be very costly.

• Very liberal allows charging over peak and does not attempt to control the maximum of recurring 
+ once off + charge effect. This would be the best approach if the forecast was perfect.
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NOW THAT WE HAVE A GOOD STARTING POINT …
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ESTIMATED COST

Only Large2/Large4 had the once-off load in, all activities, in peak.
The estimated cost is very different from the real cost.

Winning solution had almost all once-off activities included.

bean esmailbeigi evergi akylas sample

small

0 34166 34509 35676 37281 57941

1 33682 33265 36862 50096

2 33236 32428 34342 59924

3 33977 33136 38344 46427

4 33463 32490 35263 99669

large

0 33417 32643 34644 46404

1 33842 33055 34949 78291

2 32841 31712 36050 42501

3 33149 32219 35389 55874

4 33334 32903 39390 52230

total 335107 328359 362515 589357
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ANONYMOUS PEER REVIEW STAGE

Final scoring not just based on cost, but on presentation + 4-page report.
https://arxiv.org/abs/2202.00894
Eight member scientific committee of academics, 3 from Monash
Ratings – 1 excellent, 2 very good, 3 good, 1 acceptable, 1 poor.
Evaluations ran from
“This was the submission I judge to be the best”

to
“There seems to be some manual tuning and heuristics, but overall the paper is well explained and 
the decisions justified, and I think this would be very helpful to the readers that want to implement 
something similar.”

to
“The results are obviously good, but the methodology is very ad-hoc, to the point of forecasting 
manually chosen constants in some cases.”

Some armchair quarterbacking going on. Objective is to win forecasting 
and lowest cost approach, and there was no time to assess multiple 
approaches. Ad hoc approaches were clearly the best on several time 
series. Struggled against organizer mistakes – luck involved.

https://arxiv.org/abs/2202.00894


• Random forest – 4 models for each hour

• Use daily BOM solar data + ECMWF hourly data + temporal variables

• Train buildings and solar together in groups

• Thresholding two solar series

• Arrays approach with 0-1 Mixed Integer Program (MIP)

• First minimize recurring and recurring + once-off load, then solve 
MIQP

• “No forced discharge” approach chosen from 5 approaches
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SUMMARY



• Luck is an important factor

• The most effective methods may be absolutely ad hoc

• “AI competitions don’t produce useful models”

• Ranger package with multithreading is very useful

• Python is much better than R for Gurobi

• If you’re a competition organizer …
• Timely communication is essential (on errors, assessment, prizes)

• Clarify rules early – had to submit code at end of Phase 2
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LESSONS



• Phase 2 data now public – meaningful improvement is difficult

• Preparing paper for “International Journal of Forecasting”

• Project SHIELD – data quality indicator using ECMWF data

• Cybersecurity of energy data – Springer chapter to appear

• What are the best solar/load predictor variables in an Australian context?

• Bike sharing / e-scooter data – strong parallels to energy data, but:
• Data quality is much higher

• Geographically more diverse (e.g. study with 40 cities / 16 countries)

• User information is available (gender, age, subscriber type)

• With energy systems, user information is highly confidential and it is difficult to obtain 
NMIs, addresses, occupancy, gender, age, employment info etc. Huge delays due to 
legal issues 

• Grants?
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HOW HAS THIS HELPED IN OTHER WORK?



Thank you

Contact information

R.Bean1@uq.edu.au
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